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Abstract. In order to guide a knowledge engineer in the design of ontologies, TGKA
(Martin, 1995), our knowledge acquisition tool, exploits the terminological knowledge base
WordNet. Since the top-level concept types of thigdageneral ontology are poorly struc-
tured, we subordinated/nggrd them into an extension of the top-level ontology adviced by
Sowa (1992). The result is proposed in the initial concept type lattice of TG&iAce
WordNet is an on-line system, only thekINet top-level concept types need to be included in
the lattice: CGKA enables the user to search thertiet ontology by browsing or lexical
search, and dynamically places the retrieved concept types in the lattice. Any part of the lattice
may be reaganized without loosing access to therdNet ontology Thus, only the \@rdNet

part that is useful for an application has to be definitely included in the lattice. This part, which
is very detailed, eases interpretation, validation, reuse and automatic inferences on knowledge
of the application. In this article, we detail the mechanism of dynamic inclusion of the
WordNet ontology in the lattice, and its interests for knowledge representation and reuse, and
we give the rationales behind our top-level ontoldgstly, we sum up the interests of the use

of basic relations for KA (in (Martin, 1995) we have already presented a top-level ontology for
200 basic relation types gathered from the hypertext and knowledge representation literature).

1 Introduction

Buiding an ontologythat is a taxonomic catalogue of concept types and relation types, is a
difficult, long and crucial part of the Knowledge Acquisition (KA) process. Most of the natural
language concepts and relations may appear in documents which are sources of expertise
(technical documents, interview retranscriptions, etc.) and a great number of these concepts
might have to be clusterized or classified for the KA process. In this article, we give our
approach to use the dtINet ontology (Miller & al., 1990) (which now ganizes more than
91,000 concepts) in order to ease the building of the concept type lattice of an application, and
its ulterior extensions or mging with other ontologies. @also sum up some interests of
basic relations for KA (in (Martin, 1995) we have proposed guidelines for buiding the relation
type hierarchyand presented the top-level relation types of our ricldgpmzed set of about

200 basic relation types gathered from the hypertext and knowledge representation literature).
Our work is implemented above Co®ITHaemmerlé, 1995), a workbench for Conceptual
Graphs (Sowa, 1984).

WordNet is a public domain on-line lexical reference system developed at Princeton
University Its design is inspired by current psycholinguistic theories of human lexical
memory In version 1.5, some 120,000 word forms of English nouns, verbs, adjectives and
adverbs are ganized into approximately 91,600 synonym sets (synsets), each representing an
underlying lexical concept, that is, a word meaning (each synset is unique, all synsets are
disjoint). Thus, given a lexical entry (a word or an expressioydWet can extract its root
(its word form) and give back its various meanings, that is, a list of synsets. Gt &Y
synsets are connected by semantic relations (e.g. IsA, Part-of, Cause-of, Attribute) and by



lexical relations (e.g. Antonym).

We have found a way to automatically build a distinct concept type name with the names in
a synset. Then, since theowiiNet database is now accessible by a C functional interface,
CGKAT (Martin, 1995), our KA tool, can exploit thedMNet database for helping its users to
build a concept type lattice: it can search a concept typeomMét with the exact name of
this concept or with any word or expression which refers to it, and it can follow the semantic
and lexical relations from a retrievedovddNet concept type.

A problem for KA, knowledge representation (KR), and knowledge inferencing, is that the
WordNet concepts are notgamized under a "genuine" ontology model (like for example the
Situation Data Model of @pfenhart (1992)): the concepts which nouns refer to are structured
under ten exclusive concept categories, the concepts which verb refer to are structured under a
very long (and ungiven) list of activities, and the concepts which adjectives and adverbs refer
to are not structured by an IsA relation. Therefore, we have manually subordinated ged mer
the WordNet top-level concepts, and other ontological distinctions from the Situation Data
Model, the PENMAN Upper Model (Bateman 1990), CYC (Lenat & Guha, 1990), Esch
(1992) and Pfefer & Hartley (1992), into an extension of the situational ontology model
proposed by Sowa (1992). (Knight & Luk (1994) have done a similar work amdN¥ét but
with the PENMAN and ONDS (Carlson & Nirenbyy, 1990) top-level ontologies).

Since the WrdNet top-level concept types are in the lattice, the whaledWet ontology
has not to be included: when the ubesowses on links between types or when &marches
types with a lexical entryCGKAT can dynamicallyadd in the lattice the retrieved types (with
all their WordNet supertypes which are not yet included in the lattice). The user may decide to
keep in the lattice the types he really needs for his application (the other types are removed
from the lattice when they are no more needed for display). He may specialize or restructure
any part of the lattice without loosing access to therdMet ontology since the above
search&add mechanism is independent of the lattice structurationsuin up, let us say that
for guiding the user in the building of its ontologhe WordNet ontology need not to be
wholly included in the lattice but just dynamically included.

Using WordNet and our top-level ontologthe knowledge engineer does not have to worry
about acoherent ontology model, nor how tplace andorganize in a coherent way its natural
language concept types under this modedrdMet provides an geanization for most of the
natural language concepts, and we have done the hard work which isg®andrextend the
Sowa situational ontology model with all theokiiNet top-level concept types. Afterwards,
the knowledge engineer has just to findrdNet concept types for the meanings he wants to
express (e.g. with a lexical entry) and specialize these types for introducing application
specific concept types or for expressing restrictions. Thus, he will build a lesfebrittle,
more standard and more easily extensible ontology than without any guide (and above all, he
will do it easily). His ontology will also be more comprehensible given tratiWet concept
types are very structured, and have precise and detailed names and comments.

We will develop the interests of usingoWdNet for knowledge reuse latétirst, we present
the CGKAT interfaces which enables to view and browsgdaontologies, including the
WordNet one, using what we called a «dynamic» inclusion. Then, we give the rationales
behind the top-level structuration proposed by CGKAr concept types. Lastlywe will
quickly present some interests of basic relations for KA and KR.



2 Handling ontologiesin CGKAT

Before explaining the dynamic inclusion of WordNet in the concept type lattice, and the
top-level ontology we propose for this lattice, we have to explain our conventions in the
display of ontologies.

Concept type Rierarchy handiing

Cormmands on the following hierarchy Concept type Mz depth
|J Search for the folowing concept type | concepf, 1-20
_| Commands on concept types using the selected concept type 5
_| Represent an elemert, or create/update a concept, Using the selected type
-
Ertity -- something that is not a situation nor a dimension or a measure
%Physical_Entity
W_ohject__inanimate_object__physical_object -- a nonliving entity
W lfe form_organism_ being living_thing - ary lving entity
%W _part_piece -- a portion of a natural object
Irnaginary_Ertlty -- e.q Cartoon Character
Representation Entity - Lexical Data (e.q. Integen, Non_Lexical Data (e.g. Image)
Propasition -- description of a situstion, e.g. Belief, Obsenvation, Hypothesis, W_communication
Colection -- e.g. Closed_Collection, Disjunctive_Collection, Ordered_Collection
%Entity_Playing_a Role - eqg. Causal Entity, Possessed_Entity, Model ADT
Situstion -- past, present or imagined state or process (something that “occurs” in & region of Time and Space)
State - situation not changing noticeably during a given period of time (it may be a process)
W _state/n -- the way something is with respect to its main sttributes
W_psychological festure/n -- a feature of the mertal ife of & iving organism
W relation/n -- an abstraction belonging to or characteristic of two entities or parts together
%W _phenomenon/n - ary state or process known through the senses rather than by intuttion or reasoning
Process -- Situation that can make a change during a given period of time
W_event/n -- Situstion that makes & change during a ghven period of time
%W _phenormenon/h -- ary state or process known through the senses rather than by intuttion or reasoning
W act human_sction  human_activity -- something thst people do or cause to happen
Problern_Sotving_Task - PST (in the sense it is used in the Knowledge Acguistion littersture)
%KADS Basic_PST
KADS Systern_Analsis_PST - KADS_Classification_PST, KADS_Prediction PST
KADS_ Systemn Modfication_PST -- KADS_Repair_PST, KADS_Remedy PST
KADS Systern_Synthesis PST -- KADS_ Configurstion_PST, KADS_Scheduling_PST, etc.
Real_Life P3T - cormbination and refinement of basic P53 Ts for modeling a real Ife task =
%Primithve_Task -- inthe sense given by KADS, e.q Generalize, Specify, Cormpare, Modfy
S Situation Playing_a Role
Dimension_or_Measure -- Property, Attribute, Dimension_Unit, e.q. Frequency Hertz, Form Rectangular, Color,Blue
Concept_Playing_a_Role
%Entity Playing a Role - eqg. Causal Entity, Possessed Entity, Model ADT
S%Situation_Playing_s_Role
Concept_Used_by_a Process -- eq Concept_Used_in KADS
Concept_Used in_an_Applcstion -- e.g FAoad Accident Anslysis Concept /
Cnncepﬁ_
one [ searchf eip |

Figure 1: The concept type handling menu showing some of the top-level types proposed by CGKAT.



Figure 1 shows the top of the default concept type lattice proposed by T&ike the
CGKAT browsers must display a lot of types (with their associated comment) in order to give
the user a synthetic view of an ontology part and therefore to ease its searchs, we have prefered
an hierarchically indented list instead of a graph layout. When a concept type is selected, its
supertypes and its subtypes are displayed (more precidedy supertypes are displayed
whereas the depth for the subtypes is controlled by content of the «Max depth» number entry
widget and the presence of the keyword «e.g.» in the comments of the subtypes). In Figure 1,
«Concept», our name for the supertype of all types, is selected, hence no supertype is
displayed. In order to highlight the types which have many supertypes, their type names are
displayed preceded by a '%’. For more claritshen these supertypes must be displayed (e.g.
when any of their subtypes are manually selected or retrieved with a lexical entry) their type
names are displayed preceded by a " and the supertypes of these supertypes are not displayed
(see Figure 2). Lastlyor saving the user browsing time, the leaves (i.e. the types which only
have «Absurd» for subtype) are preceded by '.".

Concept bvype hierarchy handling

Commands on the follovwing hierarchy Concept type M= depth
1 Search for the folowing concept type I line 1.20
1 Commands on concept types using the selected concept type EX - | | é |

1 Represert an elernert, or createfupdate a concept, using the selected type

W_relation’n -- an abstraction belonging to or characteristic of two entities or parts together
-~y _social_relation/n
~W_communicationyn -- sormething that is communicated bebween people or groups
~W_language  linguistic_ cormrmunication
~W_string string_of words  word_string__linguistic_string -- & linear sequence of words as spoke
~W_linefn2 -- & linear string of words expressing sorme idea

~W_cognition_ knowledge
~W_process  cognithve_process . act - the performance of some composite mental activity
~W_higher_cognitive_process/n
~W_thinking_ thought_ cerebration intellection_mentation -- the process of thinking (especially thinkis
~W_reasoning_ logical_thinking___abstract_thought - thinking that is coherent and logical
~W_argumentation logical_argument_ line_of_reasoning__line -- methodical reasoning

W_object inanimate_object_ phwsical object -- o nonliving entity
~W_artifact__artefact
W instrumentality instrumentation - an artifact (or systemn of artifacts) that is instrumental in accomplishing
~W_device/n -- an instrurmentality imeented for a particular purpose
~W_conductor/n -- a device designed to transmit electricity, heat, etc.
~WW_cable  electrical_cable_ line_transmission_line -- an electrical conductor connecting telep

~™_electrornagnetic_radistion_electrornagnetic_wawe -- radistion consisting of waves of energy associsted with elect
“w_shape_ form -- the spatial arrangement of something as distinct from its substance
"W _location/n -- a peoint or extent in space
~"\W_artifact artefact
~%W_linefn -- a single frequency (or very narrow band) of radiation in a spectrum

Collection -- eqg. Closed Collection, Disjunctive_Collection, Ordered_Collection
W_group  grouping -- ary number of entities considered as a unit (e.g.)
~WY_arrangernent/n
~W_ordering__order
~W_series’n -- an arrangement of similar things placed or ocourring in order one after another
~W_course_ line -- = connected series of events or actions or developments

EX - < ]

| Concept, |

Done WfsearchMlHeip  MReioac

Figure 2: The concept types (with their supertypesipmsed by \Wtdnet for the lexical entry «line».



A type may be retrieved by browsing (i.e. by successive selections) but also with a lexical
entry. If only the current lattice must be searched, the exact type name must be given. If the
WordNet ontology is searched, any lexical entry (word or expression) known by WordNet may
be used. WordNet will extract the word form of the lexical entry and gives back all the word
meanings it knows for thisword form. We will detail in the next section how CGKAT constructs
concept type names with these word meanings and includes them in the lattice. When atypeis
selected, the user may apply some commands to it; adding of subtype or supertype, type
removal, removal of subtypes (with warnings if some loaded GCs use them), etc.

The relation type hierarchy can be browsed and handled in the same way except that
WordNet cannot be dynamically included into it. For the dynamic inclusion of WordNet in the
concept type lattice, CGKAT only exploits the ISA relation between word meanings (synsets),
assuming it is a Kind-Of relation. WordNet connects these synsets with other relations, e.g.
Part-of, Cause-of and Attribute. Although we have not implemented it, we think that from the
user point of view, these relations could be browsed and handled with the same interface as for
the IsA relation. However, in the Conceptual Graph formalism (Sowa, 1984) (Sowa, 1993),
apart from the Kind-of relation, relations between concept types are represented via type
definitions, schemas, or metalevel graphs using concepts with second-order types and second-
order relations like «Kind» and «Subtype». Therefore, even if other relations between types
are implemented like the Kind-Of relation, they must be given a clear semantic interpretation
in the conceptual graph theory, and a mechanism should probably be implemented for trans-
lating these relations into definitions, schemas or metalevel graphs when necessary.

3 Dynamic inclusion of WordNet in the concept type lattice of CGKAT

A synset represents a word meaning, is unique, and is connected to other synsets by an IsA
relation. Since these synsets very rarely represent individuals, the I1SA relation may be
assumed to be a Kind-Of relation and therefore be used to build a concept type lattice.

We found a way to automatically build a unique concept type name with the names in a
synset. If there are at least two names in the synset, a simple concatenation of these namesis
sufficient. If there is only one name, a unique type may be built by adding to this name the
initial of the grammatical category of the synonyms (e.g. 'n’ for anoun, ’v’ for averb) and the
sense humber of this synset in this grammatical category (if this sense number is O, then the
sense number is ommited because there is no corresponding synset for the same category?).
(These information can be accessed via the WordNet functional interface). Here are two
examples which can be found in Figure 1. With the synset { object, inanimate object, physical
object} CGKAT builds the concept type name W_object__inanimate_object_physical_object
(the word forms «object», «inanimate object» and «physical object» are in the same synset
because in some contexts they are synonyms and refer to the same concept). With the synset

1. The wordNet authors call the ISA relation between word meanings, an «Hyponym» relation, but agree that 1sA is
aterm that is commonly used for such arelation. The following definition is used to build the Hyponym hierarchy: «a
concept represented by the synonymsset { x, X', ...} issaid to be ahyponym of the concept represented by the synonyms
set{y, Yy, ...} if native speakers of English accept sentences constructed from such frames as An x is a (kind of) y».
Hence, we think that parts of the WorNet ontology may be included in various | attice without ontological loss.

2. Inthislast case, for the encoding of synsetsincluding only one word form, we have tried to not add systematically
theinitial of itsgrammatical category to the name, but then the time taken to check if the concept type name was uni-
gue (check in the WordNet databases of the other grammatical categories), wastoo long to be tolerable.



{state} CGKAT builds the concept type name W_state/n. Thus, all concept type names which
come from VdrdNet begin by «W_» (Figure 1 and 2 give many examples). This sometimes
makes very long concept type names, especially when the synonyms are verbs, but it makes
them rather unambiguous. For its application, the knowledge engineer may specialize these
concept types in order to use shorter names and to express semantic restrictions.

The WbrdNet concept types which are visible in Figure 1 correspond to top-lerelNAt
synsets. Figure 2 shows some of the various concept types (with their supertypes) which can
be retrieved in WrdNet with the lexical entry «line» (the comments are also retrieved with the
types). In order to highlight the ®tNet types which have just been dynamically inserted in
the lattice, their concept type names are displayed preceded by a '~’, which means that they
are temporarily inserted: The user may decide to keep in the lattice the types he really needs
for his application, the other ones are removed when they are no more needed for display

The WordNet supertypes for a retrievedkiNet concept type are dynamically inserted in
the lattice until one of the supertypes is already known in the lattice. If none of the supertypes
is known, the upper one is placed under «Concept». This mechanism enables the user to
specialize, to restructure or to delete any part of the lattice (our top-level or any part of the
organization proposed by &tiNet for concept types) without loosing access to tediNet
ontology with lexical searchs: the dMNet supertype of a ®vdNet type is dynamically
inserted in the lattice only if this type did not belong to the lattice before. Then only the parts
of WordNet which are not ovewritten by the user are retrieved. And silncdNEt has many
inadequacies and since it cannot be wholly adequate for any application, it is a necessity to
overwrite or to complement some parts of itgaoization.

Similarly, when the user clicks on adidNet concept type (temporary or not), CGKA
retrieves its first subtypes according toMNet and inserts them in the lattice (temporarily if
they are not yet known), except if the user has specified that it should not do that with this type
(this information is saved in a hidden part of the comment of the type). If the user has defined
other subtypes for this type, they are shown before tbeiMét subtypes. Hence, as for the
display of supertypes, the display of subtypes takes into account the user restructuration or
completion of the WrdNet ontology To sum up, the knowledge engineer can always be
guided by the highly structureddMNet ontologyeven when he corrects or completes it.

We have said that some of theokiNet synsets represent individuals. Therefore CGKA
can build concept type names for these individuals and insert them temporarily in the lattice,
e.g. W_Johann_Sebastian_Bach will be proposed as a subtype fgaaisband a composer
The user should not keep such proposal in the lattice.

Another problem is: does the inclusion of concept types proposedyNat may change
a lattice into a structure which is not a lattice ? Although tleedWet ontology is mainly a
tree, the answer may be positive. Hence, a verification procedure should be run after each
inclusion, or more realistically only when the user desires it since the duration of this check is
proportional to the cube of the number of types in the lattice. If theIMét ontology is not
dynamically included but wholly included, each checking after some modifications in the
lattice would take a very long time. Such checks and other helps to build the lattice will be
introduced in CGKA when it will be connected to the «cooperative program for the
construction of a concept type lattice» of Chein & Leclére (1993).



4 Advantages of using the Wor dNet ontology for knowledge reuse

A KB that is built using concept types coming fronoMNet, or specializations of these types,
could be rather easily compared with another KB built in the same way since a lot of concept
type names used in the two KB would be common and their meanirﬂgslftmnse concept

types are a@anized a bit dferently in the two KB, automatic procedures could detect the
differences and help to resolve tiferAs WordNet is very detailed, the knowledge engineer
should rarely have to add intermediate types but rather specialize precise typms NEWN

order to express the shades of meanings needed for his application.

Therefore, in order to ease the use and reuse of the KB knowledge, we suggest to the
knowledge engineer tepecialize WWrdNet concept typedhe knowlege engineer may also
define his application types as subtypes of a type like Concept_used_in_an_application (see
Figure 1). Hence, he may build and work on the minimal hierarchy necessary for its appli-
cation, without being bothered by the high structurirfgred by VrdNet and our high level
concept types, but without loosing thefhis structuring may be not useful for the final KBS
but it is necessary for a good modelling, for powerful searand infeznces, and for easing
validation, extension andeuse Filters could always be applied when only a part of the
ontology is needed.

5 Thetop-level structuration proposed by CGKAT for concept types

We have seen the dktiNet ontology and our top-level ontology are just proposals: any part
can be modified by the userret us present this top-level ontology and explain its rationales.

5.1 Structuring with the notions of situation, process, state, event, proposition and dimension

The first idea was tonemge the top-level concept types ofdidNet into the situational
ontological model proposed by Sowa (1992) because it makes ontological distinctions which
are not in VdrdNet but which are important for KR, especially in the Conceptual Graph
context. Then, all the WdNet concept types are automatically classed according to these
ontological distinctions. These distinctions are the notions of Situatiorg, TSpace, State,
Process and Proposition. Here is an extract of Sowa (1992) which introduces them.

«Situation semantics (Barwise & Periyp83) has been widely adopted as one of the most flexible ways of

defining the semantics of language. Each situation is a finite configuration of some aspect of the world in a

limited region of space and time. It may be a static configuration that remains unchanged for a period of

time, or it may include processes and events that are causing changes. ...

In conceptual graphs, a situation is represented by a context, which is a concept that contains one or more

propositions that describe the situation.. The propositions in a context could be expressed by a paragraph
of English sentences or by a collection of conceptual graphs.

The notion of Situation enables to group concepts to which temporal relations like
«Point_in_Tme» or «Duration» may be attached. Therefore, these relations may be signed on
concepts of type Situation and concepts of tyjmeel(the interests of signed relations for KR

1. The concept types coming from WordNet are precise and have detailled names and comments; therefore we think
that they do not induce distant interpretations. This is also an important point for interpretation and validation of the
KB. Apart from these advantages, if any other large general ontology would exist, it could also be used in the same
way by a knowledge engineer for building a detailed and reusable ontology for its application.

2. Of course, a lot of problems will have to be solved during the merging of two lattices, for example, what to be done
if different definitions or schemas are associated to the same concept types ? But this merging, or more generally the
reuse of other works, is eased if the works rely on a same basis, e.g. WordNet.



and KA will be developed in section 6). The notion of Situation induces its complement, that is
the notion of Entity which groups concepts to which attaching relations like Point_in_time or
Duration is a non-sense. Figure 1 shows the definitions for Entity, Situation, State, Process!
and Proposition, and the WordNet top-level subtypes we found for them?. We had to group
several WordNet top-level concept types for the notions of time and space under the two
concept types Time and Space (these two concept types are needed to give signatures to
temporal and spatial relation types). The following subtypes of Time and Space, are aso
needed to sign more accurately some temporal and spatial relations. Point_in_Time,
Time_Period, Point_in_Space and Space Region. But the notions relative to these types are
scattered in the WordNet ontology, then we could not group them and we have to let the
knowledge engineer specialize these types with the temporal or spatial WordNet types he uses.

Similarly, in WordNet the notions of dimension, dimension unit, measure, property (in the
sense of a mesurable characteristic of an entity or a situation) and attribute (in the sense of a
measure of a property) are completely mixed. Then, we grouped all the WordNet top-level
concept types relative to these notions under the concept type Dimension_or_Measure, and we
also offered specific concept types for each one of them. The user had to specialize these
specific concept types with the WordNet types he uses, if he wants to use relations which are
signed on these specific concept types (for example, the signature of the relation CHRC is
Concept->Property, whereas the signature of the relation ATTR is Concept->Attribute). The
concept types Time and Space are also subtypes of Dimension_or_Measure. We have subtyped
Space by Physical _Entity in order to let spatial relations use a physical entity as a spatia
region (this simplify a lot the building and display of CGs). But then, if we had define
Dimension_or_Measure as a subtype of Entity, Physical_Entity would not have been a direct
subtype of Entity, and it would not have been visible in Figure 1. For ergomic reasons we
wanted to avoid that, thereby we have defined Dimension_or_Measure as a direct subtype of
Concept.

Like Sowa (1992), we have subtyped Entity by Proposition and Representation Entity
(under this type, we have synthesized or structured the main abstract data types used in
computer sciences). We have also added the concept type Collection and specialized it with 1)
the top-level WordNet concept types about groups or sets, 2) the set type hierarchy proposed
by Pfeiffer and Hartley (1992), 3) the abstract data types which collections (these types are
also subtypes of Representation_Entity). Besides, Linear_ ADT (a type which groups linear
abstract data types like Character or Number) is a subtype of Linear_ Dimension or ADT
which is also a supertype for Time and Space; therefore, mathematical relations signed on
Linear_Dimension_or_ ADT (e.g. Equal and LessThanOrEqual) may be used between
numbers as well as between concepts of time and space.

1. Any process (that isapotential causator of changes) may be viewed asastate (that is, according to Sowa, asituation
that remains unchanged during a given period of time) if the period of timeis sufficiently short. For example, «arock
isrolling» may be represented by: [State]->(Descr)->[Proposition: [Rock]<-(Object)<-[Rall] ].

2. Inorder to understand why we classed such WordNet types as subtypes of State and Process, think that they occur
in some region of Time and Space, seein Section 6 the list of the relations that can olny be attached to processes, and
seein Figure 2 some examples of subtypes of W_relation/n (the types related to the first meaning for «line» shownin
Figure 2) and of W_psychological_feature (the types related to the second meaning for «line» shown in Figure 2).

W_communication/n, subtype of W_relation/n in WordNet, is now a subtype of Proposition. W_communication/nisa
supertype of W_proposition (and hence of W_theorem/n, W_conclusion/n1, etc.), W_message/n, W_hypothesis/n, etc.



Also like Sowa (1992), we have subtyped Process by Event (more exactly W_eventl).
Sowa doesn’'t define what an event is, but from his explanations, it may be infered that a
process is considered to be an event for a given period of time when it makes a change during
this period. If it doesn’t make a change during this period, it may be considered as state. Hence
an event cannot be a state. But in his type hierarchy, Sowa (1992) defines Action as a subtype
of Event, thereby forbidding that an action may be viewed as a state. In order to avoid this, we
have defined W_act _human_action __human_activity as a direct subtype of Process. Then,
according to the application expertise, the knowledge engineer may use a process as an event
or as astate, and if he needs to, he may class some types of process as subtypes of W-event or
subtypes of State. Since CGKAT is aimed to be a KA tool, we have also subtyped Process by
some types of problem solving tasks we have collected in the KA literature concerning KADS,
e.g. (Widlinga& a., 1992).

These ontological distinctions may appears obvious but we have often noted that even
when these distinctions are clearly stated and used, knowledge engineers make semantic errors
when they represent knowledge. For example, they try to connect «relations for processes» to
concepts of type State (e.g. the relation Agent instead of using the relation Consequence or
Succ), they define common subtypes to exclusive concept types (e.g. Observation as a subtype
of Process and Proposition (hence they confuse the action for its results)), and use types
instead of others (e.g. Redness which is a subtype of Color, instead of Red which is a subtype
of IsColored). In CGKAT, these problems are much reduced because: 1) al relations types
have a signature which is checked when arelation is added; 2) we have implemented exclusion
relations between types, and we have defined some in our top-level ontology (the most
important or helpful is the exclusion between entities (e.g. propositions) and situations (e.g.
processes)).

5.2 Structuring with the notion of role

Finally, we introduced in our top-level ontology, a distinction which is orthogonal to the
previous ones, that is the notion of «role» (see in Figure 1 the type Concept_Playing_a Role
and its subtypes). A role type expresses the roles that an individual can play. For example, an
entity may be the cause, the agent or the result of a process (examples of agent roles are «taxi
driver» or «musician»). We give below an extract of our typology for the roles of entities
(some of its types, e.g. Causal_Entity, are necessary for giving a signature to some relation
types, e.g. Agent). WordNet does not make distinctions between «natural types» and «role
types», thereby we have to let the user make the distinctions when he needs it (at least our top-
level ontology offers the framework for that). Some direct subtypes of
Concept_Playing_a Role are Propertyz, Attribute,  Concept_Used by a Process,

1. The subtypes of this WordNet top-level concept type correspond to the notion of what is an event for us. We have
just changed the comment given by WordNet to this type.

2. Being aproperty or an attribute of another concept is clearly aroletype. In Sowa(1992), property types are second
order types and attribute types are instances of property types. We could not follow Sowa in that direction since: 1)
properties and attributes (in the sense defined above) are not distinguished in WordNet; 2 ) properties are (first order)
roletypes; 3) second-order concepts cannot be connected to the samerelations asthefirst order concept sincearelation
type has only one signature. All other ontological model we have seen use the Kind-Of relation between property types
and attribute type, e.g. the Situation Data Model of Tepfenhart (1992). Our choice implies that an attribute type (e.g.
Red) cannot bein the referent part of a concept with a property type (e.g. Color) except if this may be interpreted asa
shortcut for arelation «Vaue» between this concept and a generic concept with this attribute type (e.g. [Color: Red]
would be expansed in [Color]->(Vaue)->[Red]).



Concept_Used in_an_Application and Concept_ Known_by Someone. This last type is useful
for example in KA from multiple experts or with many knowledge engineers. The type
Concept_Used_in_an_Application is especially useful when the concept types from WordNet
are used, since it enables the knowledge engineer to focus on the types of its application (even
if each of these types are also subtypes of WordNet concept types).

Entity Playing_a Role
Causal_Entity -- any entity that can cause a process
Goal-directed Entity -- Problem Solver or interactional agent Entity
Conscious_Goal-directed_Entity -- e.g. a person
Non_Conscious Goal-directed Entity -- e.g. an Al agent
Perhaps Goal-directed Entity -- e.g. supernatural forces
Without_Goal_Entity -- non conscious Entity and not an Al_Agent
Input_Entity -- input of a process
Output_Entity -- output of a process
Recipient_Entity -- recipient of a process
Patient_Entity -- the object of aprocess, e.g. W_subject _content __depicted object
W _necessity _essential__requirement__requisite__need -- anything needed
W_inessential -- anything that is not essential
Possessed Entity -- e.g. aPet, W_possesion/n
Part_Entity
W_part__portion -- something determined in relation to something that includes it
W _part__piece -- aportion of a natural object
W _unit__building_block -- an undivided entity occurring in the composition of something
Whole Entity
W_whole -- all of something including all its component elements or parts
W_whole__whole thing__unit -- asingle undivided entity
W _unit/n -- an organization regarded as part of alarger social group
Representation_Container -- e.g. atext or audio file
Model_ADT -- arepresentation entity which isamodel, e.g. KADS Model

We said in the introduction that WordNet organizes the concepts which nounsrefer tointen
exclusive concept categories. The concept types for these categories are: W_entity/n,
W _abstraction/n, W_group__grouping, W_state/n, W_psychological_feature/n, W_event/n,
W_phenomenon/n, W_act _human_action__human_activity, W_location/n, W_possession/n.
For building our top-level ontology, we had to dispatch the 13 subtypes of W_entity (under
Entity and Entity_Playing_a Role) and the 7 first subtypes of W_abstraction (under
Dimension_or_Measure and State). Hence, we have merged/subordinated 28 top-level
WordNet concept types into our top-level ontology. We have aso subtyped
Entity_Playing_a Role with some deeper WordNet concept types in order to give pointers to
some role types hidden in WordNet. Presently, our top-level ontology includes about 200
concept types.

WordNet has avery long list of top-level synsets where the synonyms are verbs. Therefore,
we have not merged/subordinated the concept types corresponding to these synsets into our
top-level ontology. The CGKAT user will have to place these types himself if he wants to use
them instead or in complement of the types which come from the synsets composed of nouns
for actions. Similarly, we have not classed concept types relative to notions expressed by
adjectives or adverbs since WordNet does not offer typologies for them, but the user may
include them in the concept type lattice (by default, they will be placed under Concept).



6 Therelation type hierarchy

We call arelation a basic relation when it cannot be defined using one or more concepts
and other basic relations which are different from the primitive relation LINK. For example,
case relations (also called thematic relations) like Agent, Object and Recipient, are basic
relations. We call arelation which is not basic, a complex relation. We have shown in (Martin
1995) that relations should remain basic for many reasons among which: 1) the concept type
hierarchy is duplicated in the relation type hierarchy when complex relation types are intro-
duced init; 2) if acomplex relation has no definition (with concepts), a conceptual graph (CG)
using this relation cannot be expansed and then a lot of graph-matching possibilities are lost;
3) a complex relation which has a definition enables to hide some more basic relations but
cannot be used when other basic relations must be added; 4) hidding more basic relations
leads to ambiguities, and induces problems for graph-matching. Afterwards, in (Martin, 1995),
we have presented a top-level ontology for 200 basic relation types gathered from the
hypertext and knowledge representation literature.

WordNet doesn’t provide basic relation types, e.g. Part, Purpose and Method, it includes
concept types which express roles, eg. W_part_portion, W_intention__ purpose,
W_wise _method. And these roles are not grouped (we have done it partly), hence WordNet is
of no use for building arelation type hierarchy.

A hierarchy of basic relation types is a great help in KA and KR: 1) it provides cues for
representing knowledge or searching it in a CG base; 2) the signatures of the relation types
enforce aminimal coherence in knowledge representation (during the buiding of CGs but also
during the building of the concept type lattice: our relation type hierarchy was a great guide for
enhancing the coherence and completeness of our top-level concept types ontology !); 3) these
signatures may also be used for elicitation or knowledge collect: from a concept in a CG, all
the types of the relations which may be connected to this concept, may be listed (CGKAT
presents this list in hierarchical order, as for any part of the relation type hierarchy; however,
since our relation types are signed on top-level concept types, the choice is often large).

7 Conclusion

In order to help the knowledge engineer to build its concept type lattice and represent
knowledge with CGs, CGKAT offers him a top-level concept type ontology which includes
many conceptual distinctions necessary for KR and KA and under which the WordNet
ontology may be dynamically included. Thistop-level ontology is not obligatory for accessing
the WordNet concept types but it gives them a structuration which is useful for KR. We
especially think about concept types on which basic relation types are signed, and to the struc-
turation of role types. However, in many cases we could not gather and group all the WordNet
concept types relative to a notion, and include them into our top-level ontology (it would not
have included about 200 concept types but much more than 10.000 (we have tried !)).
Therefore, in those cases the user has to subtype himself the ontological distinctions he find
interesting, with the types he uses in his application. CGKAT also offers a top-level ontology
for relations for guiding and saving the knowledge engineer work in KR and KA.

In these top-level ontologies, we included the ontological distinctions made by WordNet,
Sowa (1992), Sowa (1984), Pfeiffer & Hartley (1992) and also most of the distinctions made
by Tepfenhart (1992), Esch (1992), the PENMAN Upper Model (Bateman 1990) and CYC



(Lenat & Guha, 1990). An interesting work would be to pursue this work with other top-level
ontologies, e.g. OND@S (Carlson & Nirenbyy, 1990). Another one would be to exploit the
other relations provided by &dNet,e.g. «Part-of» and «Cause-of».
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