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Abstract--Artificial Intelligence ( AI) and Artificial Neural Networks ( ANNs ) are two scientific dis- 
ciplines which have concentrated tremendous efforts in the understanding and reproduction of human 
cognitive functions through simulation. Integration of concepts from both disciplines becomes increas- 
ingly necessary and natural Expert systems involve several different aspects of cognition and, therefore, 
are interesting as a domain of integration. Concepts of each discipline must be selected in order to 
produce a synergism when they are merged together. At present, three approaches might be proposed: 
the interfacing approach, the extension approach, and the integration approach. In this article, we 
describe MOSAIC, the acronym for "Macro-connectionist Organization System for Artificial Intel- 
ligence Computation, '" which corresponds to the integration approach and which presents a number 
of basic features: The numerical connectivity aspect, the autonomy of functional structured entities, 
and the recursive construction of assemblies of entities. These features allow MOSAIC to manage 
several inference strategies (forward chaining, backward chaining, and implicit deduction), to acquire 
knowledge explicitly or by a fast unsupervized learning from examples (Estimated Connection Weights 
Learning), to process uncertain and partial information, to integrate both declarative and procedural 
knowledge and to be an open system. Finally, medical expert system applications are described. 

INTRODUCTION 

ONE OF THE most exciting challenges for the scientific 
community is to combine cognitive psychology and 
neurobiology concepts. Computer science is central in 
reaching this integration because it allows the con- 
struction of models for both domains. Artificial Intel- 
ligence (AI) provides tools for the computational study 
of cognitive psychology models. Similarly, Artificial 
Neural Networks (ANNs) provide valuable solutions 
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for simulations of cognitive capacities, essentially at 
the perception level. 

This integration is not straightforward because a 
number of underlying differences exist between AI 
models, termed "'Classical models," and "Connection- 
ist models." The nature of inference, in connectionist 
systems, is only numerical, whereas that in Classical 
models is logico/syntactic, and semantic. Relations, in 
Connectionism, are mainly causal and represent as- 
sociations. In Classical models, relations are structured 
(for example, conceptual dependencies (Schank & 
Colby, 1973 )) and allow combinations. Characteristic 
behavior, in Connectionism, is self-organization. In 
Classical models, the combinatorial capability o f  struc- 
tures in mental representations is one of the major fea- 
tures. These characteristics highlight the most impor- 
tant distinctions of the two approaches, but also how 
they can be complementary. AI is already multidisci- 
plinary; it incorporates elements of psychology, lin- 
guistics, mathematics, and even philosophy, but usually 
rejects biologic concepts. Of course, there are some ex- 
ceptions such as the genetic algorithm for learning 
(Booker, Goldberg, & Holland, 1989; Holland, 1973 ). 
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In the light of recent progress in the neurobiology of 
cognition (Changeux & Konishi, 1987; Eimas & Gal- 
aburda, 1989), and with ANNs, (Pfeifer, Schreter, Fo- 
gelman-Soulie, & Steels, 1989), it would be interesting 
to extend this multidisciplinary notion by integrating 
the biologic concepts in AI. 

The attempts to merge AI and ANNs have been 
based on three principal approaches: the first corre- 
sponds to the implementation of existing AI concepts 
(for example, rule-based systems) into connectionist 
architectures to attempt to improve their capabilities. 
The second concerns the development of interfaces be- 
tween Classical models and Connectionist systems (for 
example, Hendler, 1989). MOSAIC, the acronym for 
Macro-connectionist Organization System for Artificial 
Intelligence Computation, is a third approach: the de- 
velopment of a new architecture situated at a different 
neural organization level (assemblies of neurons) ca- 
pable of taking both a number of Classical models and 
ANNs concepts into consideration. In Connectionist 
systems, the processing units correspond to single neu- 
rons. However, there are an increasing number of neu- 
robiologic studies of the role played by assemblies of 
neurons in mental representations (for example, 
Delacour, 1987; Dudai, 1987). 

This article discusses the fundamental notions of 
the functional organization level in an ANN, and ex- 
plains why MOSAIC is situated at a macro-Connec- 
tionist level. It also shows why this level allows an ef- 
ficient symbol-processing approach. A number of basic 
features characterize MOSAIC: the numerical connec- 
tivity aspect, the autonomy of functional structured en- 
tities, and the recursive construction of assemblies of 
entities. These features allow MOSAIC to manage sev- 
eral inference strategies (forward chaining, backward 
chaining, and implicit deduction) to acquire knowledge 
explicitly or by learning from examples, to process un- 
certain and partial information, to integrate both de- 
clarative and procedural knowledge, and to be an open 
system. Finally, medical expert system applications are 
described. 

1. FUNCTIONAL ORGANIZATION LEVELS 

Connectionist systems correspond to the implemen- 
tation of a certain functional organization level of 
ANNs. In neurobioiogy, the notion of functional or- 
ganization is fundamental: "The specification of such 
levels should precede any theorical approach, and 
might even constitute the substance of a full theory." 
Different functional organization levels can be distin- 
guished: "The first level, the architecture of which can 
be related to functional characteristics of the nervous 
system, is the "cellular l e v e l ' " . . .  Another level of 
organization, referred to as the "circuit level " . . .  The 
mutual relations of individual neural circuits define 
another level of organization . . . .  The cognitive level 
lies within reach of this "meta-circuit level. "" At each 

level, different properties emerge according to the na- 
ture of the basic entity and the mode of communica- 
tion. At the cellular level, the functional properties de- 
pend on the axonal and dendritic branches and the 
synaptic contacts. At the circuit level, the basic func- 
tional entity is the neuron. It is the connectivity be- 
tween these single neurons which exhibits the func- 
tional capabilities of the circuit. Most connectionist 
systems are, at this functional organization level, con- 
sistent with the observations of Changeux and De- 
haene (1989). Indeed, a connectionist system is an ar- 
tificial neural circuit providing a single precise type of 
function, for example, letter recognition (Fukushima, 
1988), speech recognition (Elman, 1987), reading 
aloud (Sejnowski, 1987 ). At the meta-circuit level, the 
functional properties result from mutual communi- 
cations between individual neural circuits. This orga- 
nizational level presents a very interesting feature be- 
cause it allows interactions between different functional 
entities via the same kind of communication system, 
that is, nervous propagation. In the implementation of 
cognitive functions, one of most difficult problems is 
to integrate different kinds of functional properties, in 
particular, different kinds of knowledge representation 
and processing in the same system. The purpose of 
MOSAIC is to define and implement computational 
features of the meta-circuit level for symbol processing, 
which is why MOSAIC corresponds to a macro-con- 
nectionist approach. It is interesting to use neurobio- 
logic structures; on the one hand, they correspond to 
general information processing systems, and on the 
other, during their implementation some new func- 
tionalities can emerge. However, when certain cogni- 
tive functions cannot be implemented with a known 
neurobiologic structure, a "functional block" corre- 
sponding to a black box is constructed. 

2. BASIC CONCEPTS OF MOSAIC 
APPROACH 

To date, the molecular and the cellular levels have 
constituted major axes of research in neurobiology. The 
study of these organizational levels has elucidated a 
number of learning mechanisms (for example, habit- 
uation, sensitization (Carew, 1987; Kandel et al., 
1983). The understanding of activation and propa- 
gation mechanisms (excitation threshold, axonal and 
dendritic propagation, synaptic contacts, etc.) is be- 
coming clear in terms of molecular and cellular pro- 
cesses. More recently, another organizational level, that 
is, assemblies of neurons, is being studied. This ap- 
proach does not only rely on the organization of one 
assembly of neurons, which constitutes a structured 
entity, but also on the organization of and information- 
propagation mechanism between assemblies of neu- 
rons. There is a notion of recursivity at this level. In- 
deed, different assemblies of neurons can be viewed 
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both as separate entities and as a single composite as- 
sembly. This functional organization level, is some- 
times termed macro-connectionism (Delacour, 1987 ) 
in neurobiology. 

The objective of MOSAIC is not to reproduce ex- 
actly every behavior or structure of this neural orga- 
nizational level. The analysis of this level from a com- 
puting point of view highlights a number of basic con- 
cepts which constitute the guidelines for the 
development of the MOSAIC approach. The aim of 
this approach is to integrate, in a single architecture, a 
number of features of ANNs and of AI, and to provoke 
the emergence of new functionalities. Three principal 
features characterize the MOSAIC approach: 
• the numerical connectivity aspect allowing the learn- 

ing from examples and numerical inference propa- 
gation; 

• the autonomous functional structured entities allow- 
ing the management of structured complex infor- 
mation, the modularity, and to have an open system; 
and 

• the recursive construction of assemblies of entities 
allowing the organization of a knowledge base and 
the interactions between knowledge bases. 

2.1. A General Communication System 

The connectionist approach implements expert systems 
managing only one type of knowledge representation 
structure (for example, production rules). A second 
generation of expert systems represent a significant re- 
search thrust. These expert systems are characterized 
by the integration of different kinds of knowledge rep- 
resentation structures (for example, production rules 
and objects). The problem encountered in the devel- 
opment of these systems is the management of inter- 
actions between the different knowledge representation 
structures and, therefore, between the different infer- 
ence processes. A recta-inference process is necessary 
to realize a global control on different inference pro- 
cesses. In MOSAIC, these problems can be taken into 
account because its communication system is unspe- 
cific and, therefore, polyvalent with regard to entities 
manipulated. The objective is to construct a general 
inference process based on a numerical propagation 
mechanism, to allow the management of more specific 
processes. This would allow the creation of a general 
communication system (Figure 1 ). To reach this ob- 
jective, the notion of communication envelopes is in- 
troduced and will be described in detail. To summarize, 
MOSAIC is a general communication system for 
structured entities capable of recursive construction. 

2.2. Dynamic Network Organization 

Unlike most connectionist systems, MOSAIC is not a 
fully connected network. In addition, its general or- 
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FIGURE 1. A general Communication System. 

ganization is not based on the three static layers of 
connectionist architecture: input, hidden, and output 
layers. In MOSAIC, the different layers are dynamically 
defined. Local or distributed representation depend on 
the level being considered. A node of the network can 
be considered as a layer and a layer as a node. This 
characteristic is due to the recursive definition of func- 
tional nodes in MOSAIC's network. With any one net- 
work connectivity, different hierarchical organizations 
are possible depending on the information input. We 
are going to describe in detail the node structure, 
termed Neuronic in MOSAIC. A knowledge base cor- 
responds to a Neuronics network. 

3. NEURONICS, 

A Neuronic is composed of three principal compo- 
nents: the Nominal Zone, the Communication and Ac- 
tivation Envelope, and the Internal Process (Figure 2). 
Only the Nominal Zone is mandatory for the definition 
of the Neuronic. 

3.1. The Nominal  Zone (NZ) 

In the Nominal Zone, four types of information can 
be stored: the name of the Neuronic, any synonyms, 
the reliability coefficient, and the order of propagation. 
Only the name of the Neuronic is mandatory in the 
Nominal Zone. 

Nominal__Zone._I~scription :: = 
SNZ: "NAME OF NEURONIC" [ R ] [^ --~ ]; 
[ { "EVENTUAL SYNONYMS"; } . . . ]  

R represents the reliability coefficient of the Neuronic 
validation, and can vary from 0 to 100. If R is equal 
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Facultative Excitation Zone - ~  
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FIGURE 2. Structure of a Neumnic. 

to 0, the information has no reliability. If R is equal 
to 100, the information is absolutely reliable. By de- 
fault, the value of  R is equal to 100. The coefficient R 
can only be defined when the Neuronic has insufficient 
stimulation in its Excitation Zones (these zones will 
be described). 

In MOSAIC, the calculation of  the connection 
weights differ depending on whether the knowledge was 
acquired explicitly or by learning from examples. In 
the first case, the effective value of the connection 
weight is modulated as follows by the reliability coef- 
ficient R: 

$NZ: "A" R; 

$NZ: "B"; 

$FEZ: "A" --~ W(A, B); 

R * W ( A ,  B) 
W ( A ,  B) = (1) 

100 

The calculation of  the connection weights, for the 
learning from examples will be described below. 

The element ^--~ indicates that the propagation of 
the validation of  a Neuronic must start before the ex- 
ecution of  the Internal Process. By default, the Internal 
Process is executed after the propagation has been 
started. This allows better management of parallel in- 
formation processing. 

3.2. The Communication and Activation 
Envelope (CAE)  

The Communication and Activation Envelope has two 
principal roles in MOSAIC: the first allows commu- 
nication between Neuronics. The envelope constitutes 
a standard interface between Neuronics which enables 
communication between functional entities processing 
different kinds of  information. This communication 
role is secured by two excitation zones: the Necessary 
Excitation Zone (NEZ) and the Facultative Excitation 

Zone (FEZ). The second role concerns the activation 
control of  the Neuronic. This role is carried out by the 
Activation Control Zone (ACZ).  This checks infor- 
mation inputs arriving on the excitation zones. The 
activation of a Neuronic induces the execution of its 
Internal Process and propagation. 

Knowledge can be acquired both explicitly and /o r  
by learning from examples. Explicit knowledge acqui- 
sition corresponds to the descriptions of  Neuronics, in 
particular, of the excitation zones. To define the ex- 
citation zones below, we need a number of syntax def- 
initions (expression of Neuronics, Neuronics): 

Neuronic_expression ::= 
Neuronic I 
! Neuronic [ 
Neuronic_expression and Neuronic [ 
Neuronic_expression and ! Neuronic I 

Neuronic ::= "string" 

where the element "!"  means "not ."  

3.3. The Necessary Excitation Zone ( N E Z )  

The Necessary Excitation Zone indicates the elements 
which are absolutely necessary for the validation of  a 
Neuronic. They are not always sufficient. For example, 
wheels are absolutely necessary for a car, but are not 
sufficient to define a car. 

NEZ_.Deseription ::= 
$NEZ: { nez_expression; } . . . 

nez._expression ::= 
Neuronic_expression I 
Neuronie_expression ~ + 

Example: 

$NEZ: "YOUNG MAN" and ! "DIABETES"; 

The validation of  only one nez_expression is sufficient 
to validate the Necessary Excitation Zone. The different 
expressions are implicitly linked by the logical operator 
or. When the element "--~ + "  is indicated for a given 
nez_expression, this element represents a necessary 
and sufficient condition for the validation of  the Neu- 
tonic "A."  

3.4. The Facuitative Excitation Zone (FEZ) 

For a given Neuronic "A,"  the evocation or rejection 
elements must be connected on its Facultative Exci- 
tation Zone. There are two formalisms in the definition 
of  the Facultative Excitation Zone: One for the human 
expert (explicit knowledge acquisition), and one an- 
other for the system when it acquires knowledge by 
learning from examples. The formalism for an explicit 
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description of  the Facultative Excitation Zone is as fol- 
lows: 

FEZ_Description ::= 
$FEZ: { fez_expression; } . . . 

fez_expression ::= 
Neuronie_expression --~ Impact I 
fragmented_expression --~ Impact 

fragmented_expression ::= 
Neuronic --~ Impact I 
Neuronic --* Impact fragmented_expression --~ Impact 
-*- Impact 

Impact ::= W I + I - 

W ::= a number included in [-100, 100] 

When a fez_expression (Facultative Excitation Zone 
expression) is validated, it involves a certain type of  
impact on the target Neuronic. These different types 
are: 
• Explicit connection weight (--~ W). The explicit con- 

nection weight is a measure of  the reliability and the 
specificity of  information. When the human expert 
explicitly determines the value of  a connection 
weight, he implicitly takes both the reliability and 
the specificity of  information into consideration. In 
rule-based systems, the certainty measure confuses 
these two aspects of  information. It is not always 
possible to define these features when there is no 
available statistical data (e.g., the rate of  reliability 
of  a test, and its specificity for a given pathology). 
However, when possible, it is valuable to take the 
separation of  these two parameters into account, be- 
cause, during reasoning, some modifications accord- 
ing to the context may be necessary. In MOSAIC, 
these two aspects of  information can be taken into 
consideration separately. The connection weight 
W(i, A) expresses the evocation or the rejection 
strength of  a fez_expression i on the Neuronic target 
"A ." However, if among Neuronics constituting the 
fez_expression i the reliable coefficients are defined, 
the final value-of the connection weight is calculated 
as follows: 

W(i,A) = min{Rj} .W( i ,A)  (2)  

where j is the jth Neuronic constituting the 
fez_expression i. 
• Sufficient validation stimulation (--.~ + ). Here, if the 

fez_expression i is validated, it will automatically 
involve the validation of  the target Neuronic "A."  
This validation is immediate, the system does not 
take the other stimulations, even negative, into con- 
sideration. If this is the case, the fez_expression i is 
sufficient to validate the Neuronic "A."  

• Sufficient inhibition stimulation (--~ -) .  This co¢- 
responds to the opposite of  the previous case. If the 

fez_expression i is validated, it will automatically 
result in the inhibition of  the target Neuronic "A."  
This inhibition is immediate and the fez_expression 
i is sufficient to inhibit the Neuronic "'A." 

Example: 

$FEZ: "'A" and "B" --~ +; 
"C" ~ 80; 
"E" and ! "F"  --~ -80; 

3.4.1. Fragmented Stimulations. The definition of  the 
fez_expressions allows fragmented stimulations: 

$FEZ: " k "  --~ W(k, A) and. • .and " m "  --~ 

I W(k, A) 
= e e  

W= W(m,A) 

W(k, m, A) 

W(m,A) ~ W(k, m, A); 

if " k "  is validated 

if " m "  is validated 

if " k "  and "m'"  are validated. 
(3) 

This allows the human expert to express the relative 
dependence of  signs: 

W ( k , m , A ) <  W(k ,A)+ W(m,A) (4) 

or their synergic associations: 

W ( k , m , A ) >  W(k ,A)+ W(m,A).  (5) 

3.4.2. Excitation State. The Excitation state o fa  Neu- 
ronic "A," ES(A), is only updated by stimulations that 
this Neuronic receives on its Facultative Excitation 
Zone: 

ES(A) = ~ W(i, A)Ei (6)  
i= l  

where n is the number  of  fez_expressions connected 
to the Facultative Excitation Zone of  the target Neu- 
tonic "A,"  where W(i ,  A) expresses the connection 
weight of  the fez_expression i and where Ei is the ac- 
tivation state of  the Facultative Excitation Zone 
expression i. 

3.4.3. Connectivity of Neuronics Expressions. The 
expressions described above are interpreted by a parser 
which examines the excitation states of  Neuronics to 
conclude if they are validated, inhibited, or undeter- 
mined. This corresponds to a logic with three states. It 
should be possible to construct a Neuronic network 
corresponding to the connectivity described by the 
expressions where the connectivity is described by the 
expressions. The structure of  Neuronics allows this 



34 K. M. Pham and P. Degoulet 

generation. This is interesting because the Neuronic 
networks allow a more efficient inference propagation 
than the interpreter. 

Example: 

$NZ: "A"; 
$FEZ: "B" --~ 30 and "C" --~ 20 --~ 65; 

"C" ~ 20 and "D" --*- 20 --~ 30; 

In this case, for each expression the interpreter must 
verify, for each Neuronic, whether it has already par- 
ticipated in a stimulation. In the example, if the inter- 
preter does not verify the occurrences o f "C , "  the Neu- 
ronic "C"  will stimulate the Neuronic "A"  twice. With 
a network, this control is automatic (Figure 3). Another 
interesting feature of  the network is the possibility of  
modulating the hidden Neuronics constituting this 
network. These Neuronics can also generate questions 
according to their excitation state. 

3.5. The Activation Control Zone (ACZ)  

The Activation Control Zone allows the system to 
check whether the input information has or has not 
produced enough stimulations to validate the Neu- 
ronic. There are three conditions which allow the val- 
idation of the Neuronic: first, there is validation if there 
is a fez_expression having "--~ +"  at its end, and which 

$NZ: "A"; 
$FEZ: "B" -> 30 and "C" -> 20 -> 65; 

"C" -> 20 and "D" -> 20 -> 30; 

50 -1 

' ~ /  2o 

5 ~ a n  be considered 
as hidden Neuronics 

FIGURE 3. Connectivity of Neuronics expressions. 

has been validated. This expresses a sufficient condi- 
tion. Second, there is validation if there is "--~ +"  at 
the end of a nez_expression. This expresses a necessary. 
and sufficient condition. Third, there is validation when 
the Necessary Excitation Zone (NEZ)  is validated and 
when the Facultative Excitation Necessary (FEZ) has 
been allowed to reach the threshold excitation. The 
excitation state of the Neuronic depends on the stim- 
ulations that the Facultative Excitation Zone receives. 
The excitation threshold is predefined for each Neu- 
ronic. By default, this excitation threshold is equal to 
100%. If the excitation threshold is lower than 100%, 
the system then manages partial information. Note, if 
the Neuronic is already validated, it cannot be validated 
again. This corresponds to the notion of the refractory 
period. 

3.6. The Internal Process (IP) 

The Internal Process expresses the functional specificity 
of  a Neuronic. There are two ways to do so: the first 
corresponds to a programming of  the Internal Process, 
the second to the construction of assemblies of  Neu- 
ronics. Each assembly can be considered as a separate 
knowledge base. 

3.6.1. Programming of the Internal Process. The In- 
ternal Process allows the description of  procedural 
knowledge having two kinds of actions: the first con- 
cerns the outside world (physical environment )-- these 
actions can be produced by either a C function or by 
an external program. The second type of  action con- 
cerns the inside world, that is, the knowledge base. 
These actions will have consequences on the inference 
process. To program them, communication primitives 
are used. These primitives will be described below. A 
special primitive which is not a communicat ion prim- 
itive is state ("A") .  It returns the actual state of the 
Neuronic "A": undefined, validated, and inhibited. 

3.6.1.1. Action on the outside world. Everything that 
is not in the knowledge base network being considered 
is considered in the outside world. Direct actions on 
the outside world do not exactly correspond to pro- 
gramming of  the Internal Process. They correspond to 
either call of  functions already programmed or to ex- 
ternal programs (for example, communicat ion pro- 
gram). It is, therefore, very simple to integrate existing 
information processing systems into the knowledge 
base. This allows an open system. There are two aspects 
to this approach: 
• Description of  Neuronics which integrate the call of  

functions into their Internal Process: 

$NZ: "NAME OF NEURONIC"; 
SIP: function "name_of_C_function"; 
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• Programming of the C function. This corresponds 
to classic C programming. 
The description of Neuronics must be stored in an 

ASCII file and suppose f is the file name. The file which 
contains the programming of the C functions must have 
the following name: f_p,  p for programming. These 
conventions allow MOSAIC, during the compilation 
of the knowledge base, to compile and link the C func- 
tion and to establish the link between the Neuronics 
and the C functions. Note, this approach to using the 
Internal Process allows the management of functions 
with a knowledge base. 

The first actions on the outside world that the user 
needs are messages on the terminal. Since, in MOSAIC, 
everything is Neuronic, these actions are carried out 
by Neuronics. These basic Neuronics are stored in a 
knowledge base, called kernel base. The functions 
which produce these actions are programmed in C. 
They are included in the Internal Processes of Neu- 
ronics. Thus, for example, in the cardiac intensive care 
unit knowledge base, in order to see the Excitation 
Zone of the Neuronic "DOBUTREX" (cardiac ino- 
tropic drug), the physician types EZ. This corresponds 
to the validation of the Neuronic "EZ." The role of 
the latter's Internal Process is to print the Excitation 
Zone of the Neuronic "DOBUTREX" on the terminal. 

An external program call is similar to a function 
call. 

Example: 

$NZ: "KERMIT"; 
SIP: function "kermit"; 

and in the function kermit: 

void kermit ( ); 

system ("kermit"); 
} 

To summarize, this way of managing functions and 
programs allows MOSAIC to be an open system, the 
integration of different kinds of tasks in the same system 
(task manager) and modularity. 

3.6.1.2. Action on the inside world. The actions on the 
inside world influence the inference process. They are 
based on communication primitives which can change 
the excitation state of Neuronics. The communication 
primitives are described below. 

3.6.2. Assemblies of Neuronics: Macro-Neuronic. The 
functional specificity of a Neuronic can be defined by 
an assembly of Neuronics integrated in its Internal 
Process. The construction of assemblies of Neuronics 
is based on the recursive definition of the Neuronic 

(that is, a set of Neuronics can be considered as one 
Neuronic). 

The two parameters necessary to construct an as- 
sembly of Neuronics are the convergence-Neuronic 
from which the construction starts, and the depth level 
of propagation. The complexity of assembly of Neu- 
ronics increases with this depth level. The assemblies 
where the depth level is equal to 1, correspond to the 
immediate context of the convergence-Neuronic, that 
is, to the excitation zones of this Neuronic. When the 
depth level of propagation is greater than 1, the assem- 
bly defines a larger context. An assembly of Neuronics 
is also a Neuronic, and has the same basic structure 
including a Necessary Excitation Zone, a Facultative 
Excitation Zone, an Activation Control Zone, and an 
Internal Process. To facilitate the description of these 
zones, the prefix macro will be used. The name of the 
macro-Neuronic corresponds to the name of the class 
defined by the convergence-Neuronics obtained. At the 
end of the construction, each zone corresponds to a 
set of Neuronics. Now, for example, we want to define 
an assembly of Neuronics having a depth level of prop- 
agation equal to n, and we begin the construction with 
the convergence-Neuronic "X." 

3.6.2.1. Macro Activation Control Zone. Every Neu- 
ronic i which is connected to the Neuronic "X"  via n 
- 2 Neuronics belongs to the Macro Activation Control 
Zone. Every Neuronic j having a common child-Neu- 
ronic with a Neuronic i belongs to the Macro Activation 
Control Zone too. In Figure 4, n is equal to 3. Note, 
if n = 1, the Macro Activation Control Zone and the 
Excitation Zones are not separated. 

3.6.2.2. Macro Internal Process. Every Neuronic i 
which is a child-Neuronic of a Neuronic belonging to 
the Macro Activation Control Zone, and which is sit- 
uated at a distance (1, n - 1) from this Neuronic, 
belongs to the Macro Internal Process. 

3.6.2.2. Convergence-N'euronics. Every Neuronic i 
which belongs to the Macro Internal Process is a con- 
vergence-Neuronic if it is situated at a distance of n 
- 1 from Neuronics belonging to the Macro Activation 
Control Zone. 

3.6.2.3. Macro Necessary Excitation Zone. Every 
Neuronic i, connected to the Necessary Excitation Zone 
ofa  Neuronic belonging to the Macro Activation Con- 
trol Zone, belongs to the Macro Necessary Excitation 
Zone. Every atomic Neuronic i, connected to the Nec- 
essary Excitation Zone of a Neuronic belonging to the 
Macro Internal Process, belongs to the Macro Neces- 
sary Excitation Zone. 

3.6.2.4. Macro Facultative Excitation Zone. Every 
Neuronic i, connected to the Facultative Excitation 
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FIGURE 4. An Assembly of Neuronics With a Depth Level of Propagation Equal to 3. 

Zone ofa  Neuronic belonging to the Macro Activation 
Control Zone, belongs to the Macro Facultative Ex- 
citation Zone. Every atomic Neuronic i, connected to 
the Facultative Excitation Zone of a Neuronic belong- 
ing to the Macro Internal Process also, belongs to the 
Macro Facultative Excitation Zone. 

3.6.2.5. Remarks  on the Assemblies o f  Neuronics. An 
assembly of Neuronics is, therefore, defined by five sets 
of Neuronics: the convergence Neuronics, the Macro 
Internal Process, the Macro Activation Control Zone, 
the Macro Facultative Excitation Zone, and the Macro 
Necessary Excitation Zone. The definition of an as- 
sembly of Neuronics corresponds to the definition of 
the macro-context (or meta-context) which at least al- 
lows the validation of one of convergence-Neuronics. 
The construction of assemblies of Neuronics is inter- 
esting in three situations: first, to highlight the orga- 
nization of a knowledge base; second to emphasize a 

classification; and third, to allow the definition of the 
appropriate context of validation of the concepts rep- 
resented by the convergence-Neuronics. Each assembly 
of Neuronics can be considered as a knowledge base. 
These knowledge bases are dynamic since, according 
to the depth level of the propagation and the conver- 
gence-Neuronic, different assemblies of Neuronics can 
be constructed. 

4. COMMUNICATION PRIMITIVES 

Connections and communication primitives constitute 
the mediums of communication between Neuronics. 
The connections are addressed to the excitation zones. 
The communication primitives are only used in the 
Internal Process or in direct commands during a ses- 
sion. Every communication primitive can be used in 
direct commands, except for the primitive stimulate 
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(). The communication primitives allow the descrip- 
tion of procedural knowledge which impacts the inside 
world, that is, the knowledge-base network, but not the 
outside world. The communications between entities 
are general and not semantically linked with the con- 
cepts represented by the Neuronics. 
• Validation. The primitive validate ( " A " )  induces an 

explicit validation of the Neuronic "A." The vali- 
dation automatically leads to the execution of the 
Internal Process, if present. MOSAIC subsequently 
propagates this validation in the network via the 
connections established between the Neuronics. 
Propagation can precede the execution ofthe Internal 
Process, if explicitly mentioned in the Neuronic "A." 
If the Neuronic "A" is already validated, or inhibited, 
validate ( " A " )  has no effect. 

• Inhibition. The primitive inhibit ( " A " )  is an explicit 
order to inhibit the Neuronic "A." If this has been 
already validated or inhibited, inhibit ( " A " )  has no 
effect. 

• Activation. The primitive activate ("A") is similar 
to the primitive validate, but allows the user to force 
the change of state of the Neuronic. If the Neuronic 
"A" was already inhibited, activate ("A") will ask 
the user if he really wants to change the state of the 
Neuronic "A." If the answer is positive, "A" is val- 
idated and its Internal Process, if present, will be 
executed. If the Neuronic "A" has already been val- 
idated, activate ("A'")  will then ask the user to con- 
firm a new validation of the Neuronic "A." If the 
answer is positive, the Internal Process of the Neu- 
tonic "A," if present, will be re-executed. It is, there- 
fore, possible to repropagate the validation ofa Neu- 
ronic and to execute or to re-execute its Internal Pro- 
cess in a new context. 

• Inactivation. The primitive inactivate ( " A " )  allows 
the user to force the inhibition of the Neuronic "A." 

* Execution. The primitive execute ("A") systemati- 
cally leads to a validation and an execution of the 
Internal Process. 

• Lock. The primitive lock ( " A " )  systematically leads 
to an inhibition of the Neuronic "A." 

• Validation attempt. The primitive try__.to_validate 
("A") is an explicit order to start a backward chaining 
from the Neuronic "A." 

• Activation attempt. The primitive try__.to_activate 
("A") is similar to the primitive try__.to_validate 
("A"), but during the backward chaining, the system 
allows the user to force certain changes of state of 
the Neuronics. 

• Stimulation. The primitive stimulate ("A,'" w) allows 
an explicit stimulation of the Neuronic "'A." This 
stimulation is only available during the execution of 
the Internal Process. When w is positive, a temporary 
increase in the excitation state occurs, whereas when 
w is negative, the excitation state of the Neuronic 
"'A'" is temporarily reduced, w E [-100, 100]. 

5. PROPAGATION AND INFERENCE 
STRATEGIES 

The inference propagation is determined both by the 
connectivity of the knowledge base network (declara- 
tive knowledge) and by the Internal Processes of Neu- 
tonics (procedural knowledge). The connections be- 
tween the Neuronics are bidirectional. Three kinds of 
inference strategies are accepted: forward chaining, 
backward chaining, and implicit deduction. 

5.1. Forward Propagation and Forward Chaining 

Forward chaining corresponds to the forward propa- 
gation from atomic Neuronics to more complex Neu- 
tonics. The control of this propagation depends, on 
the one hand, on the connectivity of the network and 
on the other on the excitation state of each Neuronic. 
The connectivity of the network is established either 
by explicit descriptions or by learning from examples. 
The procedural forward chaining is explicitly pro- 
grammed by the human expert through the commu- 
nication primitives. According to the declarative or 
procedural nature of knowledge, a declarative or a pro- 
cedural chaining mechanism is used. 

5.2. Backward Propagation and Backward Chaining 

The backward propagation can be explicitly pro- 
grammed by the human expert or can be spontaneously 
triggered by the system. To explicitly plan a backward 
chaining, the human expert must program the Internal 
Process. 

Example: 

$NZ: "URETER DILATATION"; 
SIP: try_to_validate ("CALCULUS"); 

If the ureter is dilated the system must systematically 
try to validate a calculus which could be responsible 
for the obstacle. 

However, not every necessary backward chaining 
can be forecast because it depends on the current con- 
text. In MOSAIC, each Neuronic tests its excitation 
state, and can itself start a backward propagation if this 
excitation state is close to its threshold excitation, that 
is, when the Neuronic has an excitation state situated 
in the interval [80, 100]. Spontaneous activation of 
backward propagation allows the improvement of the 
interactions between the user and the system by asking 
questions at the fight time. 

The backward chaining is possible because the con- 
nections situated on the Facultative Excitation Zone 
are bidirectional. 



5.3. Retropropagation of Necessities and 
Implicit Deduction 

The connections situated on the Necessary Excitation 
Zone are bidirectional. When a Neuronic is validated, 
every Neuronic connected to its Necessary Excitation 
Zone will be validated or inhibited according to the 
expression defined in this Necessary Excitation Zone. 
Unlike abduction, this inference process cannot infer 
wrong conclusions because it uses only information 
connected to the Necessary Excitation Zone and not 
to the Facultative Excitation Zone. 

Example: 

$NZ: 
$NEZ: 
$FEZ: 

/ 

"PROSTATIC ADENOMA"; 
"MAN" and ! "YOUNG"; 

In this example, if the Neuronic "PROSTATIC AD- 
ENOMA" is validated; this implicitly means that the 
patient is a man who is not young (Figure 5). This 
corresponds to an implicit deduction. 

based on learning from examples. Several knowledge 
bases can be merged. 

The acquisition of declarative knowledge corre- 
sponds to the creation of the connectivity of the 
knowledge base network and the creation of connection 
weights. The connectivity of the knowledge network 
constitutes the knowledge base skeleton. The estab- 
lishment of connection weights completes the con- 
struction of the knowledge base. Connection weight 
W(  i, j )  represents either an evocation or a rejection 
strength between a Neuronic i and a Neuronic j. When 
knowledge is acquired by the explicit transfer from the 
human expert, the calculation of connection weight 
can be expressed in terms of the reliability and of the 
specificity of information. When knowledge is acquired 
by the learning from examples, the calculation corre- 
sponds to a measure of relative impacts a Neuronic 
has on its child-Neuronics. 

Procedural knowledge is described in the Internal 
Processes and corresponds to a programming of this 
zone. See the section "The Internal Process (IP)" for 
more details. 

6. KNOWLEDGE BASE CONSTRUCTION 

MOSAIC allows the following kinds of knowledge ac- 
quisition in a single system: explicit knowledge acqui- 
sition, which corresponds to descriptions of declarative 
and procedural knowledge, and knowledge acquisition 
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PROSTATIC ADENOMA 4 VALIDATION 

$NZ: "PROSTATIC ADENOMA"; 
$NEZ: "MAN" and ! "YOUNG"; 
$FEZ: ... 

FIGURE 5. Example of a Retm-Propagation of Necessities. 

6.1. Explicit Knowledge Acquisition 

The explicit description of a knowledge base corre- 
sponds to the description of its Neuronics. One concept 
is not fragmented into several rules as in rule-based 
systems, but corresponds to a Neuronic. This allows a 
modular description of the knowledge base. 

6.1.1 Methodology for the Explicit Definition of  a 
Neuronic. Two kinds of Neuronics can be distinguished 
according to the excitation zones. The first kind is 
atomic Neuronics, that is, Neuronics representing con- 
cepts considered atomic. Their excitation zones are 
empty. They are automatically generated by the system 
when the excitation zones are analyzed. They do not 
need to be explicitly defined, except when synonyms 
are created or when an atomic Neuronic is only men- 
tioned in an Internal Process. The second kind have 
connections attached to their excitation zones. In both 
cases, the Internal Process may or may not be defined 
according to whether there is or there is not a proce- 
dural knowledge attachment to the concept represented 
by the Neuronic. 

6.1.1.1. Explicit Necessary Excitation definition. There 
are a number of questions which can guide the creation 
of the Necessary Excitation Zone: What conditions are 
absolutely necessary (not mandatorily sufficient) for 
the validation of a given Neuronic? Another is: What 
concepts, that is, Neuronics, must be implicitly vali- 
dated or inhibited if a given Neuronic is validated? 
This question expresses the retro-propagation of  ne- 
cessities described above. 
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6.1.1.2. Explicit Facultative Excitation Zone defini- 
tion. The question which can guide the creation of the 
Facultative Excitation Zone is: What principal ele- 
ments evoke or reject the concept represented by a 
given Neuronic? The Facultative Excitation Zone is 
not an exhaustive list of evocation or rejection ele- 
ments. The experience of the human expert will select 
the most vaulable elements. 

6.1.2. Appfication: Explicit Medical Knowledge Ac- 
quisition. There are several kinds of medical concepts 
including symptom, syndrome, pathology, test, and 
therapy concepts. 

6.1.2.1. Symptoms. Symptoms represent the lowest 
conceptual level in a medical knowledge base. They 
are represented by atomic Neuronics. The excitation 
zones are not useful because symptoms are atomic 
concepts. The Internal Process is not necessary either 
because usually there is no systematic medical process 
for a given symptom. In medicine, information must 
be associated with the context; isolated it has practically 
no sense. 

6.1.2.2. Syndromes. A syndrome corresponds to an 
association of symptoms which defines a particular 
context having a particular physiopathologic signifi- 
cance (for example, nephrotic syndrome). When a 
physician validates a given syndrome, he implicitly 
validates all signs which constitute the syndrome. In 
MOSAIC, this process corresponds to the retroprop- 
gation of necessities. The Neuronics which constitute 
the definition of the syndrome are connected to the 
Necessary Excitation Zone of the syndrome-Neuronic. 
The Neuronics which have only an evocation or a re- 
jection role are connected to the Facultative Excitation 
Zone. The following example shows that a Neuronic 
does not only define a concept but, in addition, it takes 
the local context into account where this concept can 
be validated. The medical definition of the nephrotic 
syndrome includes proteinuria and hypoalbuminemia. 
Edema and hypercholesterolemia are frequently 
present. 

Example: 

$NZ: "NEPHROTIC SYNDROME"; 
$NEZ: "PROTEINURIA" and "HYPOALBUMIN- 
EMIA" --~ +; 
$FEZ: "EDEMA" --* 50: 

"HYPERCHOLESTEROLEMIA" --* 30; 

In this example, the Neuronics "PROTEINURIA" and 
"HYPOALBUMINEMIA" define the Neuronic "NE- 
PHROTIC SYNDROME," since they represent nec- 
essary elements (connections to the NEZ), and suffi- 
cient elements (--* + ). The Neuronics "EDEMA" and 

"HYPERCHOLESTEROLEMIA" are connected to 
the Facultative Excitation Zone since they are evoca- 
tion elements for the syndrome. With this represen- 
tation, the three kinds of inference strategies will act 
as follows: 
• If the physician has observed that the patient is suf- 

fering from proteinuria and hypoalbuminemia, this 
will validate the Necessary Excitation Zone of the 
Neuronic "NEPHROTIC SYNDROME." This val- 
idation is necessary, since it concerns the Necessary 
Excitation Zone, a0d it is sufficient, since the qualifer 
(--* + ) has been used. This corresponds to a simple 
deduction. 

• If the physician validates directly the Neuronic "NE- 
PHROTIC SYNDROME," a retropropagation of 
necessities will be automatically triggered (that is, 
implicit deductions). If there is a nephrotic syndrome 
then there is, by definition, a proteinuria and a hy- 
poalbuminemia. 

• If the physician has only observed that the patient 
has edema and hypercholesterolemia, this informa- 
tion must evoke a nephrotic syndrome to trigger 
questions on the existence of a proteinuria and of a 
hypoalbuminemia in the patient. If the physician 
validates the Neuronics "EDEMA" and "HYPER- 
CHOLESTEROLEMIA," the excitation state of the 
Neuronic "NEPHROTIC SYNDROME" is in- 
creased to 80% (50 + 30). At this excitation level, 
MOSAIC considers the Neuronic "'NEPHROTIC 
SYNDROME" relevant and attempts to validate it. 
It highlights this Neuronic, and asks the physician 
whether or not the patient has a proteinuria and an 
hypoalbuminemia. If the answer is positive, the 
Neuronic "NEPHROTIC SYNDROME" will be 
validated. 

6.1.2.3. Pathology. Pathology diagnosis consists of the 
evaluation of different elements of evocation, rejection, 
and confirmation. These elements are connected to the 
Facultative Excitation Zone of the pathology• The 
connection weight is positive for an evocation, negative 
for a rejection, and suffciently positive for a confir- 
mation element. Usually the latter is not connected to 
the Necessary Excitation Zone since it is only consid- 
ered as a suffcient element and not a necessary and 
sufficient one. Medical decisions are often made under 
risk, the physician being unable to wait for confirma- 
tion before starting a treatment. However, there are 
some classes of pathology where diagnostic confirma- 
tion is absolutely necessary (for example, antimitotic 
drugs). In these cases, the confirmation element (e.g., 
histologic diagnosis) is connected to the Necessary Ex- 
citation Zone with a sufficiency connection weight. 

The following example using only evocation ele- 
ments is extracted from the cardiac intensive care 
knowledge base developed by Dr. B. Abry at the 
Broussais University Hospital: 
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Example: 

$NZ: "TAMPONADE'; 
$FEZ: "ORTHOPNEA" --~ 80; 

"EVOCATION OF TAMPONADE WITH ECHOG- 
RAPHY" --~ 75; 
"RADIOGRAPHIC CARDIOMEGALY" --,, 70; 
"RIGHT HEART FAILURE" --*- 50; 
"OLIGURIA" --~ 50; 
"IMMEDIATE IMPORTANT POST-OPERATIVE 
HEMORRHAGE" --~ 50; 
"RELATIVE AUGMENTATION OF CREATIN- 
EMIA" --* 50; 
"RECENT ABLATION OF DRAINAGE TUBE" --~ 
45; 
"RECENT ABLATION OF ELECTRODES" ~ 40; 
"'PERIPHERAL SHOCK STATE" ~ 40; 
"EPIGASTRALGIA" --~ 35; 
"VOMITING" --~ 35; 

6.1.2.4. Tests. Tests have indications and contrain- 
dications. Neuronics which correspond to absolute in- 
dications (for example, gastroscopy for a hematemesis) 
have an absolute positive stimulation intensity on the 
Facultative Excitation Zone. The other indications are 
represented by Neuronics connected to the Facultative 
Excitation Zone with positive stimulation intensities. 
Neuronics representing absolute contraindications are 
connected to the Necessary Excitation Zone. Relative 
contraindications are represented by Neuronics con- 
nected to the Facultative Excitation Zone with negative 
stimulation intensities. 

Example: 

$NZ: "INTRAVENOUS UROGRAPHY"; 
$NEZ: ! "KIDNEY FAILURE" and ! "ALLERGY TO 
THE CONTRAST MEDIUM"; 
$FEZ: "REPERCUSSIONS ANALYSIS OF RENAL 
ARTERY STENOSIS" --~ +; 

In this example, the absolute contraindications are 
represented by Neuronics " K I D N E Y  FAILURE"  and 
" A L L E R G Y  TO T H E  C ONTR AS T M E D I U M . "  The 
sign " + "  at the end of  the fez_expression expresses 
the sut~ciency of information. ° > ~11  IL - 

6.1.2.5. Therapies. Therapies are described with their 
indications and contraindications. 

Example: 

$NZ: "'DOBUTREX"; 
$NEZ: ! "HYPOVOLEMIA" and ! "OBSTRUCTIVE 

CARDIOMYOPATHY"; 
$FEZ: "LOW OUTPUT HEART FAILURE" --~ 70; 

"BRADYCARDIA'" --~ 60: 
"ATRIOVENTR1CULAR HEART FAILURE" --~ 60; 
"'PULMONARY HYPERTENSION" ~ 60; 
"PERIPHERAL VASOCONSTRICTION" --~ 60; 

"'HYPOTENSION'" --,- 60: 
"LEFT SIDED HEART FAILURE" --~ 60: 

SIP: printf("DOSE: 5 to 20 microgramme/kg/mn."): 
printf ("USE: Rectify the metabolic acidosis,"): 
printf (" don't dilute with a basic solution,"): 
printf (" inject continuously with an electrical sy- 
tinge." ); 
printf ("PRECAUTION FOR USE: when there is car- 
diac rhythm failure.'" ); 

Absolute contraindications of  drugs are connected to 
the Necessary Excitation Zone. In this example, the 
Neuronic " D O B U T R E X "  can only be validated if 
there is no contraindication (that is. inhibition of Neu- 
ronics " H Y P O V O L E M I A "  and " 'OBSTRUCTIVE 
C A R D I O M Y O P A T H Y "  as shown in Figure 6). 

6.2. Learning From Examples 

A new algorithm for the unsupervised learning from 
examples is proposed. It is termed Estimated Connec- 
tion Weights Learning. This algorithm takes the dif- 
ferent excitation zones into consideration. It is a fast 
algorithm because it performs estimations and uses 
simple calculations. In MOSAIC, there are two pro- 
cesses during the learning period: the first is the con-  
struction of  excitation zone, the second is the update 
and storage of  the necessary parameters for the cal- 
culation of  connection weights. These two processes 
are simultaneously conducted. The learning is unsu- 
pervised, that is, the system does not need error cor- 
rections. 

? 

increase of the left auricular pression 

-> VALIDATION. 

^-:, LEFT VENTRICULAR HEART FAILURE <7 01100>=-> 

? 

pulmonary crepitants 

~ -> VALIDATION. 

^-> LEFT VENTRICULAR HEART FAILURE ,1 3 0 / 1 0 0 > = - >  

-> VALIDATION, 

A.> DOBUTREX < 6 0 / 1 0 0 > ? - >  

? 
low output heart failure 

-> VAU DATION. 

^-> DOBUTREX <1 30/100>?->  

HYPOVOLEMIA 

(Y/N): n 

OBSTRUCTIVE CARDIOMYOPATHIE 

(Y/N): n 

^-> DOBUTREX <1 3 0 / 1 0 0 > = - >  

^-> ~ -> VALIDATION. 

FIGURE 6. Example of the Validation of a Drug in Trace Mode. 
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Examples are presented to MOSAIC as an ASCII 
file. A medical diagnosis application, CLASSi corre- 
sponds to a pathology, and Si to a sign. Any number 
of signs can be given. Each case is presented to the 
system as a Nominal Zone (name of pathology diag- 
nosed) associated with a list of signs present in this 
case (SEX means signs presented for learning from 
examples). The following format is used: 

Learning_case ::= 
$NZ: "CLASSi"; 
SEX: {"sr ' ;} . . .  

6.2.1. Construction of  Neuronics by Learning From 
Examples. The construction of Neuronics by learning 
from examples corresponds to the construction of their 
excitation zones. When the first case is presented, for 
every concept present in this case (that is, CLASS l, 
Sl, $2, $3) a Neuronic is created: "CLASSI,'" "Sl ,"  
"$2," "$3." During the presentation of the case, every 
Neuronic Si is connected to the Necessary Excitation 
Zone of the Neuronic "CLASS I" (Figure 7). They 
constitute a conjunctive expression connected to the 
Necessary Excitation Zone. The Facultative Excitation 
zone is empty. When the second case is presented, the 

® 
(2nd case) 

case) 

i 'C1"; 
"$1"; 
"$2"; 
"$3"; 

1 

$NZ: "C1"; 
SEX: "$1"; 

"$2"; 
"$4"; 
"$5"; 

FIGURE 7. Construction of the Excitation Zones During the 
Leaming From Examples. 

Neuronics which were present in the first case and are 
absent in the second case ("$3" in the example), are 
disconnected from the Necessary Excitation Zone and 
connected to the Facultative Excitation Zone. The new 
concepts appearing in the presentation of the second 
case lead to the creation of new Neuronics ("$4" and 
"$5" in the example) which are directly connected to 
the Facultative Excitation Zone and constitute a con- 
junctive expression, that is, a fez_expression (Figure 
7). Often at the end of learning, the fez_expressions 
are reduced to a single Neuronic. The process described 
above is repeated for each case presented. If the number 
of examples presented is less than 50, the Necessary 
Excitation Zone is considered not significant and the 
Neuronic connected to the Facultative Excitation 
Zone. 

6.2.2. Learning Parameters. The creation of these pa- 
rameters is automatically determined by MOSAIC. The 
learning connection weights are a comparative measure 
of  information impact. The basic idea expressed in the 
formula for their calculation is to evaluate the impacts 
ofa  Neuronic on its child-Neuronics. After the period 
of learning from examples, the system has stored a 
number of necessary parameters for the calculation of 
connection weights: 
* N(EjIc,):  The number of cases where the Neu- 

ronic_expression E~ was present when the class k 
was present. In the knowledge base network this class 
is represented by a Neuronic designated Ck. 

• N(ni): The number of cases where the Neuronic ni 
was present during the learning period, ni is a Neu- 
ronic representing a sign Si. 

• N(ck): The number of cases where the class k was 
present during the learning period. 

• N: The total number of cases presented to MOSAIC 
during the learning period. 

• Nb_Class: The number of classes presented to MO- 
SAIC. 
Each parameter defined above is automatically de- 

termined by the system during the period of learning 
from examples. The evaluation of the impact of Ej with 
regard to each class Ck is based on a comparative pro- 
cess. The connection weight W(Ej, Ck) is calculated as 
follows: 

P( Ej l Ck ) 
W(Ej,  ck) = r (Ej )  (7) 

where P(Ej] ck) is the probability of Ej when ck is pres- 
ent and ~r(Ej) is the estimated probability of Ej. 

N(EjI Ck) (8) 
P(Ejl ck) = N(ck)  

r(Ej) = P(Ejl ck) 

+ (~r(Ejl-b~k)*(Nb_Class - 1 )) (9) 
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where 7r( Ej I ~k) is the estimated probability of Ej when 
the class is not ck. 

(rain { N(ni) } - N(Ejl  ck)) 
~r(Ejl~k) = (N  - N(ck.)) (10) 

where ni is a Neuronic belonging to the Neu- 
ronic_expression Ej. 

To avoid taking irrelevant information into account, 
a significance threshold is defined as follows: 

Significance_Threshold 

r I00 + Standard Deviation 
= max ~Nb-Class  - ( 11 ) 

I 

[Parasite_Threshold 

where Standard_Deviation and Parasite_Threshold 
are arbitrary constants, respectively, equal to 2 and 10. 
The final value of  the connection weight is calculated 
as follows: 

W(Ej, ck) 

t 
0 if W(Ej ,  ck) 

= ~ Significance_Threshold 
t W(Ej ,  Ck) otherwise. 

(12) 

The significance threshold allows the system to avoid 
information which is always present in all classes and 
also parasite information which has an excessively low 
connection weight. Note, this calculation does not cor- 
respond to a calculation of probabilities, a'(Ej) is an 
estimated value, it is not the probability of Ej (that is, 
P(Ej)).  Indeed, the formula of P(Ej) would be: 

Y~ ffb=Tcta~ N(Ej  [ Ck) 
P( Ej) = N (13) 

In the present case, this calculation has no sense 
because Ej can represent a combination of signs, and 
not to a single sign. 

7. APPLICATION TO THE DEVELOPMENT 
OF M E D I C A L  E X P E R T  SYSTEMS 

MOSAIC has been initially applied to the development 
of  medical expert systems. The medical domain rep- 
resents an interesting area for the implementation of 
knowledge-based systems due to the complexity of 
medical concepts and the wide variety of reasoning 
processes. Medicine is an inexact science and the rec- 
ognition of diseases is a context-dependent problem, 
in which each sign must be interpreted according to 
the clincial history of the patient. Situations in which 

a single sign can give the diagnosis (that is, a patho- 
gnomonic sign) are exceptions. In addition, the context 
does not correspond to an exhaustive list of signs, it is 
a combinatory set where each sign is not absolutely 
necessary nor it has the same strength of evocation or 
rejection. Medical reasoning must be able to process 
partial, uncertain, and imprecise information. 

MOSAIC has already been used to develop a knowl- 
edge base on rejection after kidney transplantation 
(Pham & Degoulet, 1989 ). The purpose of this devel- 
opment was to test the feasibility of the approach and 
the validity of the concepts. MOSAIC, with new fea- 
tures, is now being used to develop two expert systems 
where the knowledge base is explicitly constructed: the 
first concerns the decision to hospitalize and the selec- 
tion of investigations according to the cardiac risk fac- 
tors presented by the patient (hypertension, tobacco, 
hypercholesterolemia, diabetes, age . . . .  ). At present, 
the knowledge base contains 141 Neuronics with I 17 
connections. We have integrated into this knowledge 
base two others (27 Neuronics): the kernel knowledge 
base and an elementary common sense knowledge 
base. The second expert system is devoted to the do- 
main of cardiac intensive care. It concerns the man- 
agement of therapeutic decisions in a cardiac intensive 
care unit. The knowledge base is composed of 159 
Neuronics with 141 connections. The first positive re- 
sults of the development of these two expert systems 
are the ease of the knowledge transfer and of the mod- 
ification of the knowledge bases and the efficiency of 
the management of drugs according to their indications 
and contraindications (for example, see Figure 6). Ev- 
ery medical example cited in this article comes from 
these two expert systems. Another knowledge base was 
developed to test the efficiency of learning from ex- 
amples implemented in MOSAIC. It concerns the hy- 
pertension domain. Currently, MOSAIC is being used 
to construct a knowledge base on the etiologies of hy- 
pertension. Two hundred-seventeen cases were fed to 
MOSAIC which were extracted from the database AR- 
TEMIS (Devrie~ et al., 1987) which contains 20,000 
patients suffering from hypertension. 

The diagnostic categories presented to MOSAIC 
were: PHEOCHROMOCYTOMA ( 30 cases), POLY- 
CYSTIC KIDNEY DISEASE (39 cases), ATHERO- 
MATOUS STENOSIS OF THE RENAL ARTERY 
(81 cases), FIBROMUSCULAR STENOSIS OF THE 
RENAL ARTERY (46 cases), and PRIMARY HY- 
PERALDOSTERONISM (21 cases). One hundred- 
eight Neuronics were created, and 329 connections 
were established. The learning was effected on a Micro 
Vax III. The CPU time for learning was less than 1 
second. 

The signs associated to the diagnoses were elements 
of the standard medical check-up for hypertension. The 
physician can evoke diagnoses with these signs. The 
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following well known medical contexts were rediscov- 
ered by MOSAIC (for example, see Figure 8) after the 
learning period: 
• Hypertension + Headaches + Palpitations + Sweat- 

ing evoke PHEOCHROMOCYTOMA. 
• Hypertension + Lumbar murmur + Atheritis + Man 

+ evoke an ATHEROMATOUS STENOSIS OF 
THE RENAL ARTERY. 

• Hypertension + Lumbar murmur + Atheritis + Man 
evoke an ATHEROMATOUS STENOSIS OF THE 
RENAL ARTERY. 

• Hypertension + Hypokalemia evoke a PRIMARY 
HYPERALDOSTERONISM. 
• o . 

8. DISCUSSION AND CONCLUSION 

MOSAIC constitutes a new ANN approach. It differs 
from the connectionist approach by the functional or- 
ganization level. This level, termed the macro-connec- 
tionist level, allows the management of more complex 
and structured knowledge in a general numerical com- 
munication network. The MOSAIC approach is based 
on three principal features: the numerical connectivity 
aspect, the autonomous functional structured entities, 
and the possibility of recursive construction of assem- 
blies of entities. The numerical connectivity allows the 
integration of a number of connectionist concepts, in 
particular learning from examples, partial and uncer- 

? 

lumber murmur 

~ -> VN.IDATII~L 

^-> PHEOCHROMOCYTOMA < 0 / 1 0 0 > - - >  

^-:,. POLYCYSTIC KIDNEY DISEASE <0 /100~. - ->  

^-)  ATHEROMATOUS STENOSIS OF THE RENAL ARTERY < 2 6 / 1 0 0 > - - >  

^-)  FIBROMUSCULAR ETENOSIS OF THE RENAL ARTERY (4 4 / 1 0 0 > - - >  
? 
ertheritis 

-> VALIDATION, 

^- )  POLYCYSTIC KIDNEY DISEASE < 0 / 1 0 0 > - - >  

^-)  ATHEROMATOUS STENOSIS OF THE RENAL ARTERY 

I WOUld like to valuate 

(8 7 /100> - ->  

Are you agree wilh me (Y/N): n 

^-)  FIBROMUSCULAR STENO$1S OF THE RENAL ARTERY ,4 4 / 1 0 0 > . - >  
? 
male 

m - >  VALIDATION. 

^-)  PHEOCHROMOCYTOMA < 2 3 /100>- ->  

^-:, POLYCYSTIC KIDNEY DISEASE < 0 / 1 0 0 > - - >  

^-:, PRIMARY HYPERALDOSTERONISM < 0 / 1 0 0 > - - >  

^-)  ATHEROMATOUS STENOSIS OF THE RENAL ARTERY < 1 1 2 / 1 0 0 > - - •  

- > ~ -> VALIDATION, ^ 

^-)  FIEROMUSCULAR STENOSIS OF THE RENAL ARTERY ,4 4 / 1 0 0 > - - >  
? 

FIGURE 8. Inference Process of a Knowledge Base Con- 
structed by Leeming From Examples. 

rain information processing and an efficient informa- 
tion propagation mechanism. The learning from ex- 
amples, proposed in MOSAIC, is unsupervised and it 
allows rapid learning because the algorithm can esti- 
mate and MOSAIC is not a full-connected network. 
The functional structured entities allow the represen- 
tation of complex knowledge and their autonomy the 
construction of a modular knowledge base. Recursive 
construction of assemblies of Neuronics represents a 
new perspective for the management of knowledge 
bases including the emergence of classes and the auto- 
organization of knowledge bases. 

A number of important differences between MO- 
SAIC and traditional knowledge-based systems must 
be stressed. There is a distinction between excitation 
zones and the left-hand members of production rules. 
The left-hand member of a production rule expresses 
the condition for the validation of that rule. Neuronic 
excitation zones express the context for the validation 
of that Neuronic. The context constitute combinations 
of factors which can define different possible conditions 
of validation. 

The connection weights, contrary to the certainty 
factors, have only a local action. Each of them is only 
used in the calculation of the excitation state of one 
Neuronic. Another difference between connection 
weights and certainty factors is the facility of modu- 
lating the connection weights with reliability coetti- 
cients. Often, Neuronics are compared with the objects. 
However, they differ by the absence of a mandatory 
classification and by the absence of the notion of mes- 
sages. In MOSAIC, communications are based on the 
numerical connectivity, and communication primi- 
tives. The latter are general primitives such as validate 
or inhibit. Moreover, Neuronics are not a list of attri- 
butes, but correspond to the creation of a context of 
validation. Neuronics are threshold units, there is a 
notion of validation which does not exist with the ob- 
jects. 

The MOSAIC approach is unlike usual connec- 
tionist expert systems, because it allows different strat- 
egies of inference (forward chaining, backward chain- 
ing, and implicit deduction), the management of 
structured complex information and the processing of 
both declarative and procedural knowledge. In con- 
nectionist systems, the inference propagation mecha- 
nism is unidirectional, since the connection between 
two units is single and oriented. These systems can, 
therefore, only have one kind of reasoning strategy, 
that is, forward chaining. In "classical" and connec- 
tionist expert systems, knowledge acquisition can be 
explicit and/or  realized by learning from examples. 
Partial and uncertain information can be processed in 
a natural way thanks to the numerical propagation 
mechanism and to threshold entities. During one ses- 
sion, several diagnoses can be established since the 
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propagation mechanism is carried out by the whole 
network. The maintenance of the coherence of the 
knowledge base is facilitated by the notion of the re- 
fractory period and by the remarks produced by the 
system when an activated Neuronic becomes inacti- 
vated and vice versa. In MOSAIC, there are two levels 
of  adaptation for reasoning: one is global, and the other 
is local. The Neuronic network constitutes a dynamic 
knowledge base because the validation of  a Neuronic 
is the result of  the current global excitation state of  the 
network. This global excitation state defines the context 
of  inference. It is dynamically determined. Therefore, 
there is a continual adaptation of reasoning to the 
global context. The local level of  adaptation is defined 
by the excitation zones and by the Internal Processes. 
When a Neuronic has received a number  of  stimuli on 
its excitation zones, it can itself trigger a backward 
chaining process which was not explicitly defined by 
the human expert. This allows the generation of  
adapted questions to the user. The Internal Process 
allows the human  expert to describe procedural 
knowledge corresponding to a specific situation rep- 
resented by the relevant Neuronic in question. 

M O S A I C  is an open system developed with the C 
programming language. This choice was motivated by 
the efficiency, generality, and portability of  this pro- 
gramming language. So, every C environment  can be 
easily integrated into MOSAIC. The Internal Processes 
of  Neuronics are C funct ions-- they are compiled with 
a C compiler. Unlike usual connectionist systems, 
MOSAIC allows a natural integration of  any existing 
computer  science systems via the Internal Processes. 
The latter can include any kind of process ( commu-  
nication program, request to a database, etc). MOSAIC 
can manage different kinds of  processes because the 
Communica t ion  and Activation Envelope constitutes 
an interface for numerical inference propagation. 

However, the limits of the M O S A I C  approach and 
the future development required should be stressed. 
The f irs t  l imi t  is the memory ,  Indeed, for each vali- 
dation of  Neuronic there is a propagation in the net- 
work. This propagation can trigger new validations and 
propagations, and so on. Memory  overflow can, there- 
fore, occur. In practice, the depth of  propagation does 
not exceed 3. However, it should be possible to fix the 
depth of  propagation. At present, Quant i ta t ive  infor- 
mat ion  is represented by C global variables. For each 
knowledge base, there is an associated file containing 
the declarations of  these variables. This solution is 
probably not definitive, the number  must be integrated 
with attributes. The management  of  attributes and the 
variable binding must  be implemented in the short 
term. Another  area for possible extensions is the user 
interface. This can be subdivided into two aspects: The 
quality of  the list of  synonyms which allows a better 
semantic interaction, and the quality of  presentation 

(windows, mouse . . . .  ) which allows a better physical 
interaction with the user (Barsalou, 1989 ). X window 
system with MOTIF  will be the software environment  
for the development of  the graphic interface. We will, 
therefore, have a very portable system (C and X win- 
dow system). Another objective of  MOSAIC is to 
manage the interactions between the signal and the 
symbol levels with the sames structures. The recursive 
definition of  Neuronics allows the construction of pro- 
gressive layers between the perception level and the 
symbol level. Another solution is the encapsulation of 
a technology of  signal processing, for example, "'clas- 
sical" technology or connectionist systems. However, 
this constitutes a completely new area of  research. 
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A P P E N D I X  

Conventions 

The conventions for the description of  Neuronics are: 

[ ] Optional indications. 
{ } . , .  The elements between the brackets can be re- 

peated n times. 
--~ W Indicates a stimulation with a connection weight 

W. 
--,, + Indicates a sufficient validation stimulation of  a 

Neuronic. 
--~ - Indicates a sufficient inhibition stimulation of a 

Neuronic.  

The conventions during a session with MOSAIC are: 

? MOSAIC is ready, it waits information. 
^--* Indicates a propagation. 
( E S / E T ) ? - - ~  Indicates the excitation state (ES) and the 

threshold excitation (ET).  The element "?" 
indicates that the Necessary Excitation 
Zone  has not  been evaluated. 

( E S / E T )  = --~ The element  " = "  indicates that the Nec- 
essary Excitation Zone is validated or  
empty. 

( E S / E T ) [ - - *  The element  " [ "  indicates that the Neces- 
sary Excitation Zone has already been 
evaluated and it cannot be validated. 


